SA WG2 Temporary Document

Page 1

SA WG2 Meeting #95
S2-130402
Prague, Czech Republic
Source:
NEC, AT&T, Broadcom, InterDigital
Title:
Analysis and discussion of UPCON solution elements
Document for:
Discussion
Agenda Item:
8.8

Work Item / Release:
UPCON Rel-12

Abstract of the contribution: This contribution discusses potential solution elements for UPCON.

Introduction

General

TR 22.805 [1] identified a number of requirements based on various use cases for user plane congestion management. In parallel to this meeting, SA1 is defining the normative service requirements for TS 22.101 [2].

According to most operators, a key scenario for the work on UPCON is to address RAN user plane congestion on non-GBR bearers (e.g. QCI=9) over which the majority of data traffic (e.g. Internet or OTT) is transferred to/from the UEs. The lack of traffic differentiation of QCI=9 traffic can easily lead to undesirable treatment of sensitive flows when the available radio/network resources become limited. It should be noted that this is not down to a shortcoming of 3GPP’s current QoS framework, which is completely sufficient for the provisioning of sensitive services (such as Voice), as dedicated bearers with the appropriate QoS reservations can be established to ensure the adequate service quality. As a consequence, the main target of the system enhancements related to UPCON is to improve the perceived service quality for data applications/services delivered over the default bearer.
Terminology

TS 22.101 defines RAN user plane congestion to be “congestion that affects the user plane, which may last for a few seconds, a few minutes, or a few hours […]. A short-duration burst of user plane traffic should not be identified as RAN congestion.”
For the sake of simplification the single term “congestion” will be used here as a short hand for “RAN user plane congestion” (except indicated otherwise).

Key Issue Discussion
The service requirements on congestion management are defined in TS 22.101. Based on these requirements, TR 23.705 defines key issues on RAN user plane congestion mitigation (key issue #1) and RAN user plane congestion awareness (key issue #2).
In the following, we discuss both key issues and the questions therein, with the purpose to derive potential technical requirements on user plane congestion management.

Key Issue: Congestion Awareness
As described in the introduction of Key Issue #2 in TR 23.705, several service requirements in TS 22.101 mandate that the network is aware of user plane congestion in order to be able to mitigate the congestion.

Observation: Since the focus of this work is on RAN user plane congestion, the eNodeB is the entity that should be able to detect the congestion, and if necessary indicate the congestion status to other entities.

CA-Q1:  Where in the network is awareness of RAN user plane congestion required?

The necessity of congestion awareness in a network entity depends on whether this network entity controls or performs any action upon congestion detection (such as congestion mitigation). 
Congestion-awareness in the core network is required if any action is performed in the core network based on the RAN congestion status. This could, for example, include the following actions:

· Enforcement of traffic limitation measures (e.g. by the PCEF) based on the RAN congestion status and static or dynamically provisioned congestion mitigation policy rules,

Application of traffic reduction measures by a Media Transcoder based on the RAN congestion status,
· Rule provisioning by the PCRF based on RAN congestion status, e.g. in order to adjust QoS of existing IP-CAN bearers or to provide new congestion mitigation policy rules to the PCEF,
· Activate packet service marking (i.e. include SCI in user plane packets as defined by the SIRIG feature) for congested users, 

· Notification of third-party services about the congestion status, e.g. based on the Rx interface.
Several service requirements in TS 22.101 implicate mechanisms similar to the ones mentioned above.
Observation: Congestion awareness in the core network is required if CN functions need to be involved in controlling how congestion mitigation is handled (e.g. based on policies) and/or if CN functions need to perform congestion mitigation measures (e.g. for traffic limiting or service marking).

CA-Q2:  What is congestion and how is it detected?

TR 22.805 introduces the terms resource congestion, which refers to the case that RAN resources critical for the transmission of user plane data are highly occupied, and end-user congestion, which occurs if the end-user service quality is negatively affected. End-user congestion is a consequence of resource congestion.

Since the detection of end-user congestion is highly application/service dependent and difficult to detect and quantify, and since the end-user congestion is a consequence of resource congestion, we suggest to focus on detection of resource congestion only. 

In the context of UPCON, the congestion to be detected is congestion that is limited to medium (seconds) to long-term (minutes or hours) congestion.

Observation: Resource congestion detection functionality is required in the RAN in order to identify when radio resource shortage is of a level such that it is worthwhile to be reported to relevant network entities.

CA-Q2:   What information on the congestion (e.g. severity of congestion, etc.) is required to enforce appropriate mitigation measures?

We see a range of options, from an absolute minimum to a detailed data set.

The minimum yet extremely concise congestion related information is a binary “on/off” value per resource, indicating congestion being present (e.g. the particular cell, eNB or Tracking Area that is congested). 
In a more elaborate manner grades or levels of congestion may be defined, e.g. “no”, “light” and “severe” congestion, or alternatively with integer numbers 0, 1, …, to the (tbd) maximum. The advantage with this is that right choice of mitigation measure can be selected and enforce with adequate intensity (e.g. in case of traffic reduction), and that trends can be nicely identified by looking at the temporal evolution/sequence of congestion levels of a resource.
Besides explicit signaling of the severity level of congestion, the level can also be indicated implicitly based on the frequency of the congestion indications.
Observation: It is suggested to indicate the severity or the level of congestion as part of the congestion indication in order to improve the level of control and/or responsiveness of the mitigation measure(s).

CA-Q4:  How often and when does the congestion status need to be indicated?

According to TS 22.101, the system “should react in a timely manner to manage a RAN user plane congestion situation” in order to avoid negative impact of the end-user service quality. At the same time, the system should be resilient against fast resource fluctuations, e.g. due to traffic peaks or variations in the radio environment. Since UPCON focuses on medium to long-term congestion, a reaction time in the order of seconds or tenths of seconds is sufficient.
As a result, the system should be able to react sufficiently fast to avoid that applications, which are sensitive to congestion (such as video streaming or gaming), are negatively impacted. 
Observation: Congestion should be indicated timely such that negative impact on end-user service quality is avoided if possible. 

CA-Q5:   How is the congestion status be indicated, e.g. per cell, per eNB, per bearer, per User)?
There are different approaches for congestion indication from RAN to core network entities:

1. Indication per radio cell / eNB / RAN-area: In this case, the core network entity that needs the congestion information will also need to know which users are in the affected cell/eNB/RAN-area in order to apply the mitigation measure to the right user traffic. This implies that besides the congestion indication per radio cell/eNB/RAN-area, the system also needs to report the location of all the active users (so that the network can correlate which users are in the congested cell) or the congestion indication needs to include also all user identities. 

NOTE: Currently only the MME in the CN knows which UE is located in which cell (unless location reporting is activated). So, if a cell/eNB/RAN-area congestion indication is sent to a functional entity in the CN, this entity does not know which UEs are affected by congestion and therefore cannot take appropriate measures. Consequently, congestion mitigation in CN entities or by external service providers requires additionally the information which UEs are in the congested cell/eNB/RAN area. This requires additional signaling of the UE location information for all active UEs in the affected network area.

2. Indication per bearer, PDN connection or UE: In this case, congestion will be reported on a per bearer, PDN connection or UE basis. The congestion mitigation functions in the CN (e.g. the PCEF) can then perform traffic reduction or limiting for the respective service data flows assigned to this bearer/connection/UE – without further information. The actual UE location is not mandatory. Nevertheless, the congestion indication could also be extended to include the cell ID, which would allow the CN to correlate which user traffic contributes to the same congestion.

Observation: Congestion can be indicated at different granularity levels. The signaling overhead as a consequence of congestion should be kept as low as possible.
Key Issue: Congestion Mitigation

As described in TR 23.705, a key challenge for congestion mitigation is to support subscribers with different service requirements (e.g. premium, flat rate or roaming users) and application traffic with different traffic characteristics (e.g. long-lived and short-lived traffic flows) without increasing the system-wide signaling overhead significantly (e.g. by establishing dedicated bearers for each service data flow).


CM-Q1:  Type of congestion mitigation measures

Both TR 22.805 and TS 22.101 describe several use cases and service requirements for different congestion mitigation measures, i.e., traffic prioritization, traffic reduction (e.g. through transcoding), and traffic limitation (e.g. by informing 3rd party services). For effective user plane congestion management, operators should be able to flexibly choose according to their needs and policies, which congestion mitigation measures, and to what extent, they want to enforce them. Therefore, the user plane congestion management solution should be able to support all of the required traffic mitigation schemes.

Observation: The user plane congestion management solution should support all of the required traffic mitigation schemes (i.e., traffic prioritization, limiting and reduction) and allow the operators to flexibly select and apply them based on their policies.


CM-Q2:  Location of congestion mitigation measures
Congestion mitigation can be performed in the RAN, in the CN, and by external services providers. Depending on the mitigation measure, different information – besides the congestion status – may be required. For example to perform downlink traffic limiting, it is important to have both information, the application / service type as well as subscription information, available. 

As a consequence, the ideal location of a mitigation measure depends on: 

· the cause and location of the congestion, i.e. where the resource bottleneck is (e.g. radio vs. backhaul), and

· the required input information to enforce a certain measure; for example, real-time radio channel information are only available at the RAN, whereas subscriber information are only available in the CN.

Congestion mitigation measures applied by external service providers are not within the scope of 3GPP, with exception of congestion indication on the corresponding interface (e.g. via Rx).

In the Core Network, PCRF/PCEF and other functional entities and interfaces could be enhanced to control and perform congestion mitigation. This could include rule provisioning based on RAN congestion status by the PCRF, e.g. in order to adjust QoS of existing IP-CAN bearers or to enforce traffic limiting measures (e.g. bandwidth shaping) in the PCEF in accordance to the congestion status and the actual subscriber. The PCRF could also be used to control (e.g. activate) the service marking. 

CN-based congestion mitigation has the following advantages:

· QoS policy control and enforcement is located in the CN. Efforts to enhance these functions with congestion awareness would be relatively small compared to other solutions.

· The CN enables application-aware congestion mitigation such as traffic reduction (e.g. through media transcoding), e.g. the CN could reduce the traffic of a certain application or service data flow to an adequate media codec for a user (based on the application needs and subscriber class).

· The CN can expose an interface to external service providers in order to indicate the RAN congestion status of a user.

· CN functions (e.g. PCRF) have access to subscriber information, thus enabling policy control based on congestion status and subscriber information.

· Traffic limitation measures reduce the amount of traffic sent to the RAN, thus saving backhaul resources by not transmitting data which will be dropped anyway due to insufficient radio resources.

CN-based congestion mitigation has the following limitations:

· Signaling of the congestion status to the CN is required.

· The CN does not have real-time information on radio channel qualities, reducing the accuracy of short-term mitigation measures based on traffic engineering (e.g. bandwidth shaping). 

In the RAN, the current QoS architecture in the RAN can be used and if necessary enhanced to perform congestion mitigation. This includes QoS scheduling according to the QCI values and their associated QoS parameters. For over-the-top traffic commonly bound to default bearers (QCI=9), different methods could be used to differentiate traffic in the RAN. For example, the SCIs already defined in subclause 5.3.5.3 of TS 23.060 and subclause 5.2.2.3 of TS 29.060 for GERAN could be used and extended to allow for application / service aware scheduling in the RAN during congestion periods. Alternatively, new types of indicators to QoS profiles (e.g. subQCIs) could be included in the user plane headers to allow the RAN to apply specific forwarding behaviors for the different services/applications.

RAN-based congestion mitigation has the following advantages:

· The RAN can react timely on fluctuating resource capacities, e.g. due to traffic spikes or channel fading.

· If RAN (radio) resources are the capacity bottleneck, only the RAN can perform prioritization of delay-sensitive traffic (e.g. real-time video streaming) over other traffic.

RAN-based congestion mitigation has the following limitations:

· Subscriber information is not available in the RAN. Additional signaling would be required to provide this or other CN information to the RAN. 
· Information on application type and content is not available in the RAN. Even with additional signaling, important information such as, for example, the used codec in case of video streaming will not be available in the RAN; this leads to sub-optimal congestion mitigation handling in the RAN.

· Dynamic policy control for purely RAN-based congestion mitigation is not possibly with the current system architecture (except through excessive signaling by using dedicated bearers).

· Congestion mitigation measures such as traffic limiting, reduction or gating are not effective in the RAN (as resources on the backhaul have already been wasted).

In conclusion, we believe the CN is the preferable location for congestion mitigation based on dynamic policies, and subscriber and application/content information (e.g. for traffic limiting or reduction in order to reduce the amount of data sent towards the RAN), as well as for gating and transcoding, while the RAN is the preferable location for accurate QoS scheduling based on channel quality and QCI. 
Observation: User plane congestion management enhancements should include both RAN and CN for effective congestion mitigation.

CM-Q3:  Which traffic should be subject to congestion mitigation? 

Once congestion has been detected, the question is which traffic (i.e. from which users and which applications / services) should be subject to congestion mitigation. The obvious approach is to consider all traffic from the congested users. Among all these service data flows, the system should select which application flows / service data flows should be subject to congestion mitigation (e.g. based on the subscriber classes and the priority/sensitivity of the applications) and to what extent (e.g. the target bitrate in case of bandwidth limitation or transcoding).

In case the system is also aware of uncongested users that camp on the same radio cell / eNB / RAN area as the congested users, the mitigation measure can also consider limiting such application flows / service data flows in order to ease the congestion problem. 

Observation: The system selects which application flows / service data flows should be subject to congestion mitigation based on the subscriber classes of the congested users as well as the priority/sensitivity of the application and content type.

CM-Q4:  Policy control for congestion mitigation
The decisions on which congestion mitigation measures to apply, how to parameterize them, and which traffic to consider when enforcing the mitigation measures depend on the concrete congestion scenario (e.g. is the congestion resulting from a major event or a natural catastrophe vs. normal operation), the severity of the congestion (e.g. how many, how severely and for how long users are impacted), and also the operators’ service policies. 

It is therefore important that operators can control through policies how the congestion should be mitigated and which user traffic (e.g. based on subscription profiles) and/or application traffic should be taken into account.
Observation: The decision for which user traffic should be subject to congestion mitigation and how the mitigation measures are applied should be controllable by the operators through policies.
Proposed Solution

Our solution proposal is derived from the observations of the key issues discussion, which lead to the following solution principles:

P1) The RAN detects resource shortage in the radio access and informs relevant network functions once it detects/anticipates mid-term (several seconds) to long-term (minutes and hours) congestion.

P2) Congestion is indicated to the CN in order to enable CN functions to control how congestion is mitigated (based on policies) and to enforce mitigation measures that reduce/limit the traffic transmit to/from congested RAN areas.
NOTE: This does not imply that each congestion indication is sent to the PCRF. As long as adequate congestion mitigation policy rules for the congestion level are provisioned to the enforcement entities, there is no need to involve the PCRF.
P3) Congestion is indicated on a per bearer, PDN connection or UE basis in order for the CN to know immediately which users are contributing to or affected by the congestion – without the need to correlate the user locations and congestion indications first. This avoids the need to explicitly report user locations all the time.

P4) Congestion should be indicated in a lightweight way, but yet enable timely congestion awareness in the CN. 
P5) The user plane congestion management solution supports all of the required congestion mitigation schemes (i.e. traffic prioritization, limiting and reduction on application and service-level), and allows the operators to flexibly control them based on policies. 
P6) Policy control for congestion management takes into account operator policies and subscriber information. Through policies, operators control which congestion mitigation measures are enforced, which user traffic is subject to congestion mitigation and how the mitigation measures are applied.

P7) Congestion mitigation measures based on traffic prioritization, limiting and reduction are enforced in the CN and if supported also at the service level based on policies. Congestion mitigation based on traffic prioritization is also applied in the RAN in order to take into account real-time radio channel information.
The corresponding high level view of the proposed solution is shown in Figure 1.
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Figure 1: User-plane Congestion Management – High-level View
NOTE: The numbers do not necessarily imply a temporal order. 

1. Congestion detection based on resource shortage in the RAN (P1).

2. Lightweight congestion indication to the CN (P2, P3, P4).

3. Policy control for congestion mitigation (i.e. selection of mitigation measures and policy rule provisioning) (P5, P6).

4. CN-based congestion mitigation (e.g. traffic limitation, gating, compression) (P5, P7)

5. Measures for RAN-based congestion mitigation (P5, P7)
a. Service/QoS information to enable traffic differentiation in the RAN

b. RAN-based congestion mitigation (e.g. traffic prioritization, scheduling).
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